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PrioritizedReplayBuffer(ReplayBuffer)iX N 2L f 21 E K,

1 import numpy as np
2 import random
3
4 from segment tree import SumSegmentTree, MinSegmentTree
5
6
7 class ReplayBuffer(object):
8 def _ init_ (self, size):
9 """Create Replay buffer.
10
11 Parameters
12 e e———
13 size: int
14 Max number of transitions to store in the buffer. When the
buffer
15 overflows the old memories are dropped.
16
17 self. storage = []
18 self. maxsize = size
19 self. next idx = 0
20

21 def len_ (self):



return len(self. storage)

def add(self, obs t, action, reward, obs tpl, done):

data = (obs_t, action, reward, obs_tpl, done)

if self. next idx >= len(self. storage):
self. storage.append(data)

else:
self. storage[self. next idx] = data

self. next idx = (self. next idx + 1) % self. maxsize

def encode_sample(self, idxes):

obses t, actions, rewards, obses tpl, dones = [], []1, [1, [1, []

for i in idxes:
data = self. storage[i]
obs t, action, reward, obs tpl, done = data
obses t.append(np.array(obs_t, copy=False))
actions.append(np.array(action, copy=False))
rewards . append (reward)
obses tpl.append(np.array(obs_tpl, copy=False))
dones.append (done)

return np.array(obses_t), np.array(actions), np.array(rewards),

np.array(obses tpl), np.array(dones)

def sample(self, batch size):

Sample a batch of experiences.

Parameters
batch_size: int

How many transitions to sample.

Returns
obs_batch: np.array
batch of observations
act_batch: np.array
batch of actions executed given obs batch
rew_batch: np.array
rewards received as results of executing act batch
next obs batch: np.array
next set of observations seen after executing act_ batch
done mask: np.array
done mask[i] = 1 if executing act batch[i] resulted in
the end of an episode and 0 otherwise.
idxes = [random.randint(0, len(self. storage) - 1) for _ in
range (batch size)]

return self. encode_ sample(idxes)



class PrioritizedReplayBuffer (ReplayBuffer):
def  init (self, size, alpha):

Create Prioritized Replay buffer.

Parameters
size: int
Max number of transitions to store in the buffer. When the
buffer
overflows the old memories are dropped.
alpha: float
how much prioritization is used

(0 - no prioritization, 1 - full prioritization)

See Also

ReplayBuffer. init
super (PrioritizedReplayBuffer, self). init (size)
assert alpha >= 0

self. alpha = alpha

it _capacity =1
while it capacity < size:

it _capacity *= 2

self. it sum SumSegmentTree (it capacity)

self. it min MinSegmentTree (it capacity)

self. max priority = 1.0

def add(self, *args, **kwargs):

See ReplayBuffer.store effect
idx = self. next idx

super().add(*args, **kwargs)

self. it sum[idx] self. max priority ** self. alpha

self. it min[idx] self. max priority ** self. alpha
def sample proportional(self, batch size):
res = []
p_total = self. it sum.sum(0, len(self. storage) - 1)
every range len = p total / batch _size
for i in range(batch_size):
mass = random.random() * every range len + i *
every range_len
idx = self. it sum.find prefixsum idx(mass)
res.append (idx)

return res



116

117 def sample(self, batch size, beta):

118 """Sample a batch of experiences.

119

120 compared to ReplayBuffer.sample

121 it also returns importance weights and idxes

122 of sampled experiences.

123

124

125 Parameters

126 mmmm—————

127 batch size: int

128 How many transitions to sample.

129 beta: float

130 To what degree to use importance weights

131 (0 - no corrections, 1 - full correction)

132

133 Returns

134 e

135 obs_batch: np.array

136 batch of observations

137 act_batch: np.array

138 batch of actions executed given obs batch

139 rew_batch: np.array

140 rewards received as results of executing act batch
141 next obs batch: np.array

142 next set of observations seen after executing act_batch
143 done mask: np.array

144 done mask[i] = 1 if executing act_batch[i] resulted in
145 the end of an episode and 0 otherwise.

146 weights: np.array

147 Array of shape (batch size,) and dtype np.float32
148 denoting importance weight of each sampled transition
149 idxes: np.array

150 Array of shape (batch size,) and dtype np.int32
151 idexes in buffer of sampled experiences

152 e

153 assert beta > 0

154

153 idxes = self. sample proportional(batch_size)

156

157 weights = []

158 p min = self. it min.min() / self. it sum.sum()

159 max_weight = (p_min * len(self. storage)) ** (-beta)
160

161 for idx in idxes:

162 p_sample = self. it sum[idx] / self. it sum.sum()
163 weight = (p_sample * len(self. storage)) ** (-beta)

164 weights.append(weight / max weight)



165 weights = np.array(weights)

166 encoded_sample = self. encode sample(idxes)

167 return tuple(list(encoded sample) + [weights, idxes])
168

169 def update priorities(self, idxes, priorities):

170 """Update priorities of sampled transitions.

171

172 sets priority of transition at index idxes[i] in buffer
173 to priorities[i].

174

175 Parameters

176 e ————

177 idxes: [int]

178 List of idxes of sampled transitions

179 priorities: [float]

180 List of updated priorities corresponding to

181 transitions at the sampled idxes denoted by

182 variable “idxes”.

183 e

184 assert len(idxes) == len(priorities)

185 for idx, priority in zip(idxes, priorities):

186 assert priority > 0

187 assert 0 <= idx < len(self. storage)

188 self. it sum[idx] = priority ** self. alpha

189 self. it min[idx] = priority ** self. alpha

190

191 self. max priority = max(self. max priority, priority)
192

M ERRBEAREIESESumTree, UABA0TF:

1 import operator

2

3

4  class SegmentTree(object):

5 def  init (self, capacity, operation, neutral element):

6 """Build a Segment Tree data structure.

7

8 https://en.wikipedia.org/wiki/Segment tree

9

10 Can be used as regular array, but with two

11 important differences:

12

13 a) setting item's value is slightly slower.

14 It is O(lg capacity) instead of O(1l).

15 b) user has access to an efficient ( O(log segment size)
16 “reduce® operation which reduces “operation” over

17 a contiguous subsequence of items in the array.



18
19
20
21
22
23
24
25
26
27
28
29
30
31

32
33
34
35
36
37
38
39
40
41

42
43
44

45
46
47

48

49
50
51
52
53
54
55

56
57
58
59
60

Paramters
capacity: int
Total size of the array - must be a power of two.
operation: lambda obj, obj -> obj
and operation for combining elements (eg. sum, max)
must form a mathematical group together with the set of
possible values for array elements (i.e. be associative)
neutral element: obj
neutral element for the operation above. eg. float('-inf')
for max and 0 for sum.
assert capacity > 0 and capacity & (capacity - 1) == 0, "capacity
must be positive and a power of 2."
self. capacity = capacity
self. value = [neutral element for _ in range(2 * capacity)]

self. operation = operation

def reduce helper(self, start, end, node, node start, node_end):
if start == node_start and end == node_end:
return self. value[node]
mid = (node start + node end) // 2
if end <= mid:
return self. reduce helper(start, end, 2 * node, node_start,
mid)
else:
if mid + 1 <= start:
return self. reduce_helper(start, end, 2 * node + 1, mid
+ 1, node_end)
else:
return self. operation(
self. reduce helper(start, mid, 2 * node, node start,
mid),
self. reduce_helper(mid + 1, end, 2 * node + 1, mid +

1, node_end)

def reduce(self, start=0, end=None):

Returns result of applying “self.operation”

to a contiguous subsequence of the array.

self.operation(arr[start], operation(arr[start+l],

operation(... arr[end])))

Parameters

start: int

beginning of the subsequence



61 end: int

62 end of the subsequences

63

64 Returns

65 s

66 reduced: obj

67 result of reducing self.operation over the specified range of

array elements.

68 e

69 if end is None:

70 end = self. capacity

71 if end < 0:

72 end += self. capacity

73 end -= 1

74 return self. reduce helper(start, end, 1, 0, self. capacity - 1)
75

76 def  setitem (self, idx, val):

77 # index of the leaf

78 idx += self. capacity

79 self. value[idx] = val

80 idx //= 2

81 while idx >= 1:

82 self. value[idx] = self. operation(
83 self. value[2 * idx],

84 self. value[2 * idx + 1]

85 )

86 idx //= 2

87

88 def  getitem (self, idx):

89 assert 0 <= idx < self. capacity

90 return self. value[self. capacity + idx]
91

92

93 class SumSegmentTree(SegmentTree):

94 def  init (self, capacity):

95 super (SumSegmentTree, self). init (

96 capacity=capacity,

97 operation=operator.add,

98 neutral element=0.0

99 )

100

101 def sum(self, start=0, end=None):

102 """Returns arr[start] + ... + arr[end]"""

103 return super (SumSegmentTree, self).reduce(start, end)
104

105 def find prefixsum idx(self, prefixsum):

106 """Find the highest index “i in the array such that
107 sum(arr[0] + arr[l] + ... + arr[i - i]) <= prefixsum

108



109 if array values are probabilities, this function

110 allows to sample indexes according to the discrete
111 probability efficiently.

112

113 Parameters

194 | 0 cooomeeeee

115 perfixsum: float

116 upperbound on the sum of array prefix

117

118 Returns

119  —me———

120 idx: int

121 highest index satisfying the prefixsum constraint
122 e

123 assert 0 <= prefixsum <= self.sum() + le-5
124 idx =1

125 while idx < self. capacity: # while non-leaf
126 if self. value[2 * idx] > prefixsum:

127 idx = 2 * idx

128 else:

129 prefixsum -= self. value[2 * idx]

130 idx = 2 * idx + 1

131 return idx - self. capacity

132

133

134 class MinSegmentTree(SegmentTree):

135 def _ init (self, capacity):

136 super (MinSegmentTree, self). init (

137 capacity=capacity,

138 operation=min,

139 neutral element=float('inf')

140 )

141

142 def min(self, start=0, end=None):

143 """Returns min(arr[start], ..., arr[end])"""
144

145 return super (MinSegmentTree, self).reduce(start, end)
146

N BESRE

SAPERTERBHRNRE R SRS ESNMEE, ENESESHEARRENESRIMEAIRSHNE T
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AME) #ATSERE, RIVAI T RIGPERNMERNRMES.



The first one is the sample, which needs to search on the sum-tree. When the capacity of EM
goes larger, the sampling time, whose time complexity is O(logN), becomes a bottleneck.
The second one is PER update, which is the same time complexity as sampling.

The last one is the DDQN or DDPG update, which is executed on GPU.

We measure the time cost to correct all priorities of EM(capacity is 106). All data must be
predicted by DDQN on GPU, it needs 150+ s. We can see that the update cost is very high.

EREEARARSINESLN AN T EHAEE, PERMTERBRRMAE, EIL ENZEEM
R, BERETIMERARATERRR, BIRKW, MUEMERAZEES T A Dtrick, ZRRHHEIRT
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PriER, TNEZERainbowBEEMAREN, BMRAUEZEFHER.
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