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Motivation(why):
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TERBEERIERIEAAFISARE. EEEAESHNEEFIESD, EEBENANTEIRE
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Main Idea(what)

AN ESTIER T &/MCRE MUIERK R ERIE T SREEBEUA S AME, ARXEICIERNEEHT R
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How
1. BUiR

B oKL S/REERRERIFEMDP)EX A—TTE < S, 4, P,c, p, v >, S BRERIEE, A
EHEMRMEE, P:Sx Ax S — R ZEBMERDT, c: S — RERNEE, p: S — RETENE s
Ko, v e (0,1) 2R

< RTBEREE 7 S x A — [0,1], < n(r) RRBEFOAMN, WE:

.
) =Es,.aq.... {Z el sy ]‘ . where

t=>0

so ~ polso), ap ~ wlag|se), spp1 ~ Plsper|se. a;).
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IS HERE Q- [EFRE V, MBRE A, tWEEXIIT:
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I=l
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=0
As(s,a) = Qn(s,a) = V;(s), where

y m~ '.Tl{ﬂ.fl.‘n‘f). Sppg ™ }J{HL} 1|.'-|'1-: ”‘!‘} forf = (.

NFEEREERIRR, 1RIE 7 AIBRXT B— 1R 7 AUEIEAMIATN():

’.H; JI_”[ S0, S L0, |:Z '4 "'" ﬂf] where

t=0

=0 “*Pn':t'r'u}. iy ’*?_”{Hr|h'r]~ Sl “-'P(b'r+1|¥a-ffr:|~ (1)

Lo PAEF—ILRYITIDIGIESESR, T

prl8)=(P(sp = s5)+4 -|P(s1=~>—|“ Plss =8)+...),

BA)EFHZIAXPRESRK, WEATQ):
() = niw) + Zp Z 7(al (s,a). (2)

EMRAEAREN TESRBEN © — 7 (RIERD nBERM BT 0 (IR MERFRSAE, 7&
FMRE s WE—DIFERIIRME, B 35, 7(als)A(m)(s,a) < 0, XEHREBBHRRIBIERPUTENRY
fZEREER, PR, EEINREYT, BTEHNLIRE, RERSHTURNSAERERATERAY, B
Yo (als)A(m)(s,a) > 0. p; 33 7 USRI AT MELAEZMMM. TRASINTES »HIEER

&l
L.(7)=n(m Z,u.r a}z al: (3)

2, MRBAVE—NSECHIREE mp HF mo(als) REHME 0 WAHRE, W L 33 n E—H. BEH
B, YT EEsEEw, B

Lz, (ma,) = n(ma, ),
v!IL-'Tr.J,:,{H”}'H By ?””{I”}-H " {4’}

AT FRBFRELHE L, FSDIN—EEE 79, — () BHEBGH n (ERBA ITOENNER— AN,
JIRRIRIZIFNE, Kakade & Langford (2002)f2H—FR-FERISIE(CHIRIRERTIZ, 79 n ROSGHRAL 7 BF%E
TH.

HNEMIRTFRIGECER, € moq FRIREE, RIRAEE ' = argming Ly, (1) o FTRE Te0 BUIR
BRI, WATG):
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Toewla|s) = (1 — a)mgglals) + an'(als) i(5)

Kakade and LangfordilEB T iXMNEFTHY T IALEER

- . 27 .
i Ilj']-ul'l.-i:.:' < L“ . l:-ﬂ',“..'.. 14 JI {,}
A TN s gy T R )

where ¢ is the maximum advantage (positive or negative)
of 7' relative to m:

£ = |11e_:x|IE”L_TrL-H|_ﬂ (Ax(s,a)ll (7
Since o,y € [0, 1], Equation (6) implies the following sim-
pler bound, which we refer to in the next section:

. . X . 2'1"? v
M Thew) = Ly (Toew) 4 i-- wﬂd. (8)

e AT rIBRANSBEIEER), FOGBETEFRNFR. XTRYa < IERE. XTRRER
THFEAGERRTRERE. BERBAERTERER, MTRE—RMETRBEE— 1 SLhrIRIBES

HE.
2. —RRREHSRESRI BRERGERIE

RO ERESAANTNAUHMEERIESUHESLAHIRAMN Bix n. AXRIEEIFCERE, BIRA M7
ZERIEEEERER o, ATU(6)TRIRIRBHIAFR LY REI—ARABEIREE, MARMNESTRER
B%, X—ERSTREEHRILE RESLIRREEXEEN. MTEEEERS M p,q , EXRPRIBZIE
HIREDEUEN:

Dipy*(m, ) = max Dryv (n(:[s) | 7(:[s)).  (9)

I 1.5 $\alpha=D" {max} {TV}(\pi{old},\pi_{new}) , & \epsilon=max_{s!\left| E_{a\sim\pi'(als)}[A_{\pi}
(s,a)]\right |$, MIAT(8)IZ. UEBRTEIR.

HNEERESBEMNKLEEZ BIBIXEFINXER: Drv(pll9)® < Dkr(pllg). <& $D*{max}/KL}(\pi,
\tilde{\pi}) = max{s}D_{KL}(\pi(\cdot|s))$, FTMAILQEHESEH TERIFR, BIAT(10):
2€7y

(1—~)2%
(10)

n(m) < Ly(w) + CDgy™(m,7), where C' =
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Algorithm 1 Approximate policy iteration algorithm guar-
anteeing non-increasing expected cost i
Initialize .
fori =0.1,2.... until convergence do
Compute all advantage values A (s, a).
Solve the constrained optimization problem

Qe .
Tii1 = argimin {Ln,(rr] 1 ({'I = ],) Dy (g, )
T — )"

where ¢ = maxmax|A;(s,a)|
& [

and L (7m)=mn(m;)+ zJ”-'r.{-“]zﬂ:”|-“]"1-'r. (5,a)
5 i1

end for

BREATETAN(0)PRIBSHIDFIALRIBENTTE. TR, HIMRRTHBEA, ST
s

HAAR(10)ATR], BiERIEER—FRYRFEROHZREE n(m) > n(mi)n(ms) >.... &
M;(m) = L (7) + CDy™(m, 7). Then

nimic1) = Mi(mi1 1) by Equation (10)
nim;) = M;{n;). therefore,
Mmiv1) — nlm) < Mi(migq) — M(m;). (11

BEERIERTRIME M, FTTLMRERERBR 9 2MEI0R. XNMEER—FPmajorization-
minimization MM)&i%, XE—REEMEEAWRIGE. EMMEZES, M Z2REBRY, ST
. ZEEEEREEIDREEENRE FEE. T—ThRENSEEREMHCREE RN, FEIER
XK LA BIHILTR AR AT AT A T ARIE .

3. SHMLRIERIML

THAT AR ERSEACRER £, IMTAECEREBH—INARE. EARNBSHE
B 0 BRTSEULREE no(als), EIMFRAIBERLE 0 AR » ERLRINKRIERR. HHBIRATH:

111iuiﬂnlix.u (Lo, (8) + CDE(0a1a. 0)] .

INERKALRETIRE C . PREIFE/D, LIS ARBNEALSRA—M5 52X BRIBZ AR
KLEUEERLIR, BMSEmLIR, Wazl12):

tniu%nizt: Lg,,, (0) (12)

subject to D 1™ (0ga.0) < 4.

AT(123EINTLRFEMY, BKLEEERSZRNE TR LHEERN. A ER—FEEFIIKLEERN
BA&ZEA
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= = .
Dy, (01,02) := E,, [Dir(mo, (-|5) || mo,(-[s))].

FRIIE A PRI E AL RIRE R 9 AT (13):
111i1|ir}:1i;av. Ly, (8) (13)

subject to Die ™ (B, 0) < 8

RRIRIEEFELRIN TFHEMRIRE, AP ESLARIRIGAM bR, LIaRE, XFRRER
HREFSAT(12) PR AKLEEAREERAISIIOEEE.

4. BF RERBIRMETHLR

KT T IMAERSAS RIS EINE L B R AR RS, ATV()EBIIY & Ly, FTERTN(14):

11111111111.4{. E Pl E malals)Ag,,, (s, a)

."rUbJL-Ll (Y] ‘DKL- (”.;,Id._ r:” E I!J}-.- {14}

FBHRER fracll —vEs.p ... ] 1N& Yo, poul--- ] FRILBIE Ao, NBQE Qo,yc REA—IMEEEREN
THERBNERIN, B¢ X -REDT, WED s, IHRKRETE A

11111111111.4{ E ol E malals)Ag,,, (5. a)

subject to Dm (Bopa, 1) < o, (14}

WAZ(14)FRIRRRETTEF N T AU 5) P AERER AR

Ta(a|s)
q(als)
subject to E.p,  [Drr(ma,,, (:[s) || mo(-]s))] < 6.

(o (5. a) (15)

111111%1113(: Iy Py [

R THMEREAYEREHNE, BERETHEQE.
PATICEL, RS HRMARRETSA:
o BMEFRNREEREDE, HARTRIBSEEM, CETIMRTRISRE.

o BIRERAvine]TiE, BEE—MEF(ollouEE, RAEMNEFEFHENMRSHITS MEE, X
HEEERTREIENITIE,

4.1 PERERNE
BISRAE 50 ~ po WERIRSFY, AEEINRER 70, —EEHIRIELZEFEHIT

80,0,81,01,--.,8T—1,07-1,5T « BPE q(a|s) = mg,,(a|s). FEEA (st,a:) LIRBITENRRAAITHOFISRT
" Q0,4 (s,a),
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4.2 vine 5%

REE 50 ~ po, TRIUREE 7, ERFSIIE, IGHINEEE N MAERIFE s1,55,-.,5y . AXFRZ
73 rollontSE”([RFFER). EZEET, WTEHMRE s,, TRIE anp ~ q([s,) FREFEK /\EM’Eo RIKI
q(-|8, = g, (-] s,) TENBEASENIGRAELRI TR ERIRLF, O D HEGRAaiFEOXHERIES L6
BEFRIRER.

NFEEME s, RENBANE a, ., BAITESHITIIRE s, F5E a,, , FFEERIrollout(BI—ME3
MRt $\hat{Q} {\theta{i}}(s_{n},a_{nk})

o BRATALUER EAMERABENEFS ( BINHFENE ) RAEEK

NEEREPRIRE | AR TENTZEQS BEEFNAE.

ENIBIRIEZEF, BATTLUNEERPIRENE— T 8ERIEHEER—MEHIZ (rollout), MERMIRE
sn X3 Ly, BISIERENT:

-
Ln(0) = mo(ar|sn)Q(sn, ar), (16)

k=1

EARRIBGELLNSTEF, A BEEMEREERIERAIMETE. BDRS s, NER—WEHTER

Taling
z'ﬁ_l |: L1 Sn Q{ .|'E-1u.l'f-|‘1}
L,.(0) = T il *

z malay, klsn)
k=1 ﬂ-l"-' W1 I:J:'ri-.li" }

(17)

BgHAIPUTTRERS s, B KDIMF any,ann s - anx RERSsn, XA —(UETTERER T
Q BEERELGHFER(EFI—IEY, BEAR). X sy ~ p(r) RFEIE, TSR Ly, BHET
B, UKREBE.

E11RBE T vine AT RIS A,
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Figure 1. Left: illustration of single path procedure. Here, we
generate a set of trajectories via simulation of the policy and in-
corporate all state-action pairs (s,,, a, ) Into the objective. Right:
illustration of vine procedure. We generate a set of “trunk™ tra-
jectories, and then generate “branch” rollouts from a subset of the
reached states. For each of these states s,,, we perform multiple
actions (a1 and a2 here) and perform a rollout after each action,
using common random numbers (CRN) to reduce the variance.

EEANBRREEFTEE. BIEIURIREN—BNIE, FFRERE-IE (50, 0,) GFEIBIRH. A
EjvinefmimmaE. E—EETHE, RAENEINRSHFEER D BI. T8 ME s,
PITZMREXER a1 H a2), AEESMMEZEITIRIEME, ERAHBETE(CRNERDTSE.

vine 3 ER AT REFAVHUE AT LR ELIFIRERZ, EEARNROTHNIZE) LD LN ED S (RFFHID).

EBNIRKN Q EEAHERRBRT, vinelsiZUTR—&ETE, NERNESHMEITEEERAS
Z. BvineiZXMABELH TEIFAMELT. vineTiZRIRAEXX LB, DIARIEISHITESHIE
F. 5, vineTiZBXRBEAINEFEFHIEMREERS ML, XRH T IZEENRE, RETLUE
BENERRES. BT, BREREIAFTERSEE, JTEETERS LI,

5. EAEE
ETFREEMvineRESE, NURHEFFSTANRRIMIEZ. BEESHTUTSER:
| SEFERER Rl vinel SRR —BIRTSAMERS, LIRIRIAY Q EMNEISRIgHit.
2. BIISMHEARTY, MEAT(15)PRYETH BIRFILIREM
3 IR ANMATRIKIERR, BRSNS HME 0. AERARRBERE, HITELHEER,

B3, ABIMIEZEE (Fisher)[SEAEFFFIM)KAHTIT EKLEUZATEEE (Hessian) X80, FRBERINTS
ZE. T ERES IR s, JaMERITIRD, MR HEREERIEE as.

\Esection IZEURERMU S A FTREZRVERRIN T
- ZEHOIEIE T FNKLEEAESTAILME B IRKE, RTMANETRY —L SSEERRMIS

(2-7)°

K, AXEFERNIDEE, RCRATFESEH § (KLAERFRIELIFRA B,

o $DM{max}{KL}(\theta{old},\theta) KV SRR H TEEMLAL MM LT |, FTARNEZARTD (KL}
(\theta_{old},\theta)$,
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o ANHNERECHT BB T ERERMEITHRE, BR&Kakade & Langford 2002)#ESHEET

XMNRE.
6. SLABITAERIEXZR
RIGHESHIREEFR R ES R LN EEX.

EISASRRSIERE . MO ATN(13)EFHANF, BiIXS L &L, % Dip ARERXER, NmBEIT
:

111'111'311’1:4& [T-".UL,;QM (0)|,_ o (0~ Ei'r.m}] (18)

subject to %{E}‘“m — )T A(Oo1a) (Oora — 0) < 6,

where Alil'?m.;]:lt-_f =
d o d

3_9,- a_Ele.li-‘va:lF [BKL(?T':'

&, Hu]{]} " }T{l&,ﬂ}}] ||I-||:ﬂ-u|d-

E#7 $\theta {new}=\theta {old}-\lambda A(\theta {old})*{-1} \nabla {\theta }L(\theta )|{\theta =\theta {old}}
, A& B B 5 F\lambda$ AEESE. ZEEEHNSAMAITRPOARE, TRPOEIREFESIITL
. LIOIERR, ANEERS 7EEXRRRRAIMRE.

BT 1, AREIET], TRPOWFKE TR E R
111iniﬂ111ize [vELH‘*]‘]{H”ﬂ:{}”m (B — Huld]] (19)

1 .
subject to §|I{ai - Huk.”z < o

BT KEBFLIRIAR minimizer Ly, (7) AISRIERRIEEH.

EXBERIEIEZR(REPS) LI 7RSSR ps,a, AMTRPOLIR 7 &M p(s,a), FAEEAARBEAPIT
JREMEILAL.

Levine and Abbeel (2014){FHKLABIEIZER, TRPOARER GRS,

7. SC58

Figure 2. 2D robot models used for locomotion experiments,
From left to right: swimmer, hopper, walker. The hopper and
walker present a particular challenge, due to underactuation and
contact discontinuities.
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B2 9iahsCI A 4B ARREY . swimmer, hopper, walker, FAF/RIKFNAZIERMIELE, hopperfllwalkertt
B 145,

SLIOEIE T JLAMARE:
(1) EEEEMvineREFRIMRTRRMHA?
(2) TRPO{EREIEAIKLEEXEAMRERTARNE?

(3) TRPORBEGATRREAIEMRIAMRIM? SRTAIR AT, &EME. IHRNENESE
ZREJSTH, TRPOMEELEMEITAERNE?

SLIOLEIRERIA, BREREEMvine FEEBREN TR H S RERIZNESIRE, EitAtariFiTXLEAM
BEERIRAE,

7.1 SIS Eh

L3I0 mujocoflBARBILIR (= MEMHERA, WERFTR)
& HBRAR AEFIEE

2 M SEp ]

Heik: XIRn), =4, RS IREAIERS
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BRRENHERIEREE. B3 LEANSAE)IGRING, TEItAtariifiNE, KBS
MELRTREE, SHINNEHR.
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Figure 3. Neural networks used for the locomotion task (top) and
for playing Atari games (bottom).

El4 RN IERZEI M, SPEEMTWIRARNTIURE TSR, hopperflwalker BIRTHHERRE
21, WPRFE T, IRFSUMAER,
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Figure 4. Learning curves for locomotion tasks, averaged across
five runs of each algorithm with random initializations. Note that
for the hopper and walker, a score of — 1 is achievable without any
forward velocity, indicating a policy that simply learned balanced
standing, but not walking.

EEaRY75i%: BRERIZTRPO, vine TRPO, ZEIMN[EIF(RWR), ZREMAIRISIEERTTE, HEXHRIGER
(REPS), ZZXHiE(CEM), FHEEE, WS ZEREMEBIEN(CMA), £HEBERRIRBRE R A(EREEETTRE-
hitgRAEsRT), KWFIM(ERBEAIMNITZERE), max KLEUER T cart-pole, {ERERAKLEUE).

FIMLERR T BHE IS THINA, NE4FTR. REENFEETRPOBR TG, BEI7
RIFHIE. BABEERMRERENAM ERNRY, BRETERRIARIUBRERKMSTES, XEER
R T SCIONEE: SERREEETEL, RKLEEZISRSRKMIEIRE. — St PrERETE,
CEMFICMARTSHE L, RUEINFASRESSHHENRIL, ERARNRE ERAAE. &K
KLITZRNFEIRELHARIRETERE L, FALURIFES, BRRRR, SRFREFIKL
REELHRSEICIERRIRAKLAREEEXUBIZER.

TRPOZ S SRS AV SMGESZ  http://sites.google.com/ site/trpopaper/,

7.2 MEURHRETIFE

BN Atarifs X RIGEI&R

FIHkEL: FISMTA, EREE, ERNITAFS, THRGFHNESR

ffi%: FIDAN—HXIEGIAE, BPMESREFIOCNEE, stide/12, —PNEERER20MEIT, 33500

BRRIZAMvine RERINER 1, IEBIE— N AR MDeep Q-Leaming SAF R SIERSHEIIGHIAS.
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B Rider Breakout Endure Fong *hert Seagues! 5 fvaders
Rambom i54 1.2 0 20.4 157 10 179
Hurman {Mnah et al |, 20103y T456 il AhE - 3.0 1RSI R0 A
Deep ) Learning (Mnih et al, 2013) 2 168.0 470 20k 1952 1705 581
UCC-1(Gue et al., 2014) 5702 80 T41 21 20025 2995 G2
TEPO - single path 14252 1.8 S346 2 1973.5 1G85 5684
TRPO - vine 59,5 42 EEUES k% 7325 TRE.4 4502

Table I. Performance comparison for vision-based RL algorithms on the Atari domain. Our algorithms (bottom rows) were run once
on each task, with the same architecture and parameters. Performance varies substantially from run to run (with different random
initializations of the policy), but we could not obtain error statistics due to time constraints.

TRPOFLE(EREM TS MES LizfT—R, (ERERNZIGIISEH. MEEARNIETZEERANER
CRESRIBEAODIEAR), (BETRIERE, (FETHREERSEIHEIE.

8. e RkEHIe

AR EF DT 7 BTSSRSO CRIEIEETTA. AR T TRPORISRIENIH M, xEERENRES
AUFERRARIBERA, XPRIETHAKLEESE. ARE, E—RIIEEREMERIRIEEIESS,

SHXMES TKLAUERITZERNA, BUST RIFRISCINEER, MTLRIRIGE. RIS HTE/askisiEE
MERBIENRTS ARG —IRH T —FMilA, RPCNE—MEEAMIRIRER, XMEETLULE— R
PNEEEESES SIS

ENBRANZENTE, AXRFEEMujocoIFRRURRHF BHZMESMERERA, MIIFEI T,
{TEMBUERRYES. ELMETFhERiRE s R R A RIE RIS A TR B ARIER TN L ES

XEAESS.

TENERE, AEEERESIRAHEMSCNN, BRIGEGENBA. XEEMURSHERE. LIRS
PR TS AT ESS HhERIG AT,

{EEXIRFRIREEE
AT EDT REEGBRARECENM, (FERELULATAR, K8 IGAERIFEZAIREILIU

2, REER—RVIEEHRKMEEE. SERFEOM DL, ATLERREARIGRE R
78N, BEREEINRAREHIRE, NIGESRBAER ISR AEHRRRE— RS E. FLA
ERENSEFMIRE, SETARENSHEARRE, JLUE—SERSEEHER TRNRRE
FIRHEEENRE. BIBAXGESERFEINRES, WETENEFEFAERE, ERERT
HAPRAIITINE,

MAERE

EREREFERELAST AR, EENFRIRIREEETZARELEREE., SLLiNRFTENRA
RISHARHEERY, MERETRE, RIBEENISEREMIRIEAAE. SHENSISEDRBEE
TEETRENGE, BER «, ILERASINEEY, SEERSFNT, SRNTEERAIER,
BEFMTEIRHTFY, MALRNERE— R FERSRINE. EPGEETD, EARBE—MEER,
TREERARIAN, FTLASRISHAARETY L. ERTESE 0 NRECIRIBHTIEM, BYERH 0 &
ERLREE. RARNHARRATHARRLEZRE, RERZEBNARBHES L, iREMIHEXAIIE,
XS ASCERFHL, WEZRITIE.

TFIE: KEAFARE, TUHNRNEHRFESTE, TEARSRARERLCSERETE.
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