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3  Soft policy Iteration
YEmodel-freesifk2¢ > policy iterationHr, ¥ IRIE 5§ # g #24 Mpolicy evaluationfilpolicy improvement 4~ ¥ Bt
3.1 Soft policy evaluation
HRUERQ function:
Q"(s,a) = (s, a) + YE (s a)~p, [Q(s", a')]
FrUERIV function:
V7(8) = E(s;,01)p | Q(8, @')]
TERRER TR P 5l A3 2] Soft Value Function:
Soft Q function:
soft(8,0) =1(8,0) +VE (5,411, [Q(s',a") — alog(m(a|s"))]
Soft V function:
Vioit(8') = E(o a1)np, [Qsope(s', a') — arlog(m(a’[s"))]

A A48 Soft QFNVH Bellman /7 & :

goft(s, a) = r(s,a)+ ’yIE(s/,a/)Npﬂ[Q(s', a') — alog(m(a’|s"))]
= 7(8,a) +YEg. [V (s)]

e[ Epolicy N, i fsoft Bellman equation HQ value B2 HL .

3.2 Soft policy improvement

stochastic policy B Z: THXI LAY (multimodal) HJQ function, ESERRLAGEKSE —ANksE (LB ,
R ISR, ikpolicy t EHEAF & QI 4T o

m(aglse) = N(u(st), X)
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m(ag|ss) o< exp(—E(st, at))



AT iEEBPRIME BRI R ALK i&ﬁg(st,at) = _%Qsoft(shat)s lﬁﬂiﬁﬂ(aﬂst) X ewp(_%Qsoft(st;at))
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6$p(%Qsoft(5t’ at)
emp(%‘/soft(st))

T Xsoftmax  (VER M AbsoftmaxFIMZE M LS A, FHZE R 4% H isoftmax SERR 3R 4347 [ i K fEsoft argmax)

softmaz f(a) = log / expf(a)da
B Vioge (1) = asoftmaza( L Quope(se, ar))
SOt Q function ] fk Hsoftmax

Qsoft(st,ar) = E[ry + ysoftmaz,Q(st41,ar1)]
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Qiosi(8,a) = 7(5,0) + YE(o a1, [Q(8', a') — alog(m(a's"))]
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4.1 Critic
P A QIS . BHGB R E QU NS S, QR HIBR R E )
Ta(6) = E(uy sy y-ply (Quls0,a0) — (rlst, ) +4Vi(s0:1)))’)
Ofttarget soft QEIHIISAL, HAVIEIESR
Ta(6) = Elsy sy -plig (Quls0,a0) = (rlst, 1) +(Qy(se-1,041) — alog(a(ar-alsr-)))
4.2 Actor

Policy [# 246 H 2Kk bR 4 :

exp(%ngﬁ(st, ))

Jo(9) = Drr(mi(-]se)l] 77 o(50)

= Eupans, logmy(als) — —Qolsi,ar) + log Z(s.)]
o SR o 2% i LR — A SR L B AT OIS (ERN T 22, X L action R B S HEIIRRAT, B
ar = fole; se) = [l (se) + e~ ff(se)
4.3 Update temperature

BITEIISACH, AT N 2s & — A 5E B temperatureaff Aentropy AL, {HSZFR b i1 Freward AW 221k,
K I SE i temperature JEAEHL, SiEBEANYIGATE, Hit, AUERER B3 TX Mtemperature. 2jpolicy 45
FEHH XIS . e fbiactionlE AERE, MZ I Etemperature ERREL WA H . M-I CEREH/ENS
%, EfbfactionZEARHE T, IFA XA temperaturest ol LUF/No

AL R G, LA AN FARAS FAE TS, A3 B A A loss :
J(a) = Egpom[—alog mi(ar|m) — o]

soft actor-criticAyk: A CHE W] £ h -

Algorithm 1 Soft Actor-Critic
Initialize parameter vectors 1, 1, 6, .
for each iteration do
for each environment step do
a; ~ Ty (ay[st)
St41 ~ P(St+1|St,at)
D<«+DuU {(Sh ag, T(St) at), st+1)}
end for
for each gradient step do
Y= AvVyldyv(¥)
0i «— 0,- — )\QﬁelJQ(B,) fori € {l, 2}
¢ ¢ — AVyJr(9)
Y1+ (1-7)p
end for
end for




, 15000
Bl
3000
o o c
£ £ 40 =
2 2 £10000
E’o 2000 ;'6 3 ;.,o
o d I
o [ g .
2 1000 22 2 5000
1000
0 0
0.0 0.2 04 06 0.8 1.0 0.0 0.2 04 06 0.8 1.0 0.0 1.0 15 20 3.0
million steps million steps million steps
(a) Hopper-v1 (b) Walker2d-v1 (c) HalfCheetah-v1
~—— SAC
8000
6000 6000 pppe
- - - — PPO
3 4000 5000 g 4000 b
3 ® 12 TD3 (concufrent)
go ga 4000 go
3 2000 g g
] ™ @ 2000
2000
0
0 0
0.0 1.0 15 20 3.0 0 2 4 6 8 10 0 2 . 6 8 10
million steps million steps million steps
(d) Ant-vl (e) Humanoid-v1 (f) Humanoid (rllab)

TEBE S H benchmark FFEIARIL AL ESOTAEY: (DDPG. PPO. SQL. TD3) #Ff.

6 R4&
ST BRI 27 I 3%

1) 2 8lpolicy 0T B4 5 2% AT MM L. BRIBI AT, policy RALOLE BRI 177 vk . T
Firall. BBCKRERIpolicy iR T 22 SIFIIMES o FLIIFRAT—TFIG RS, SR 2 IR B A 7
.

2) Wkfexplorationfi 11, XA S WH, BB HE RS WIEL S reward  (multimodal reward) F48E] {7
o FLanBEERLES N ERILF . X ERMLES A TR

3) Hrobust@#, Hufgeneralization. PAEMA R HITT AORRER AP OUA AT BENE . o PRI I 06 T DL iy i
EERDMTE . (FHRESRAZEM L LR R B —Fhstate, BERCARIREE T, 23 7 H T DUE LT i
WY, dkEEiRE Ereward)

HARSACH LR T energy-based &R, {HJ2 SZn b SRS A (75 h i i Al . A AE— S IR PR o

1E&: IRk

FHFEIRAL: T o I R 2
g BRI 2] X s)
B ZAMBAE : jmingyang@outlook.com



mailto:jmingyang@outlook.com

	SAC算法
	介绍
	预备知识
	最大熵强化学习

	Soft policy Iteration
	Soft policy evaluation
	Soft policy improvement

	Soft Actor-Critic框架
	Critic
	Actor
	Update temperature

	实验
	总结


