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论⽂简介：SAC算法是off-policy算法，此前的off-policy算法存在采样复杂性⾼和难收敛的问题，使得超参数⼗分敏
感，SAC算法通过在最⼤预期return的同时最⼤化熵值，也就是尽量获得最⾼累计收益的同时保持探索避免过早掉
⼊局部最优解。SAC结合已有的off-policy模型actor-critic框架使得在不同的随机种⼦上都能达到SOTA效果。

1 介绍  
深度强化学习的快速发展，给机器⼈控制领域带来了许多进展。此前的⼯作中，⾯向连续控制任务的算法有
TRPO、PPO、DDPG等算法。

PPO是⼀种on-policy⾯向离散和连续控制的算法，在许多数据集上取得了较好的效果，但是存在严重的采样效率低
下的问题，这对于真实环境中的控制问题采样花费来说是难以接受的；DDPG是⼀种off-policy的⾯向连续控制的问
题，⽐PPO采样效率⾼但是DDPG训练了⼀种确定性策略（deterministic policy），在每个状态下只选择⼀个最优
的动作，这样很容易掉⼊局部最优解的情况。

在连续控制问题中，SAC算法结合已有actor-critic框架，使⽤随机策略（stochastic policy）最⼤累计收益的同时也
保持熵值最⼤化，提升了采样效率增强了智能体的探索能⼒，避免了过早陷⼊局部最优解的情况，同时也增强了模
型在不同初始环境的泛化能⼒和鲁棒性。

2 预备知识  
2.1 最大熵强化学习  

传统的强化学习是最⼤化累计回报值：

⽽最⼤熵的RL算法的⽬标函数为：

其中 为熵的温度系数超参数，⽤于调整对熵的重视程度。 是熵值，可表⽰为
。

在累计回报值中加⼊熵值的⽬的是使策略随机化（stochastic），在遇到⼀个state有多个同样优秀的动作时⿎励探
索，可以随机从这些动作中选出⼀个形成trajectory，⽽不是总选择同⼀个确定性策略（deterministic）导致模型最
终⽆法学到全局最优解。

3 Soft policy Iteration
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3 Soft policy Iteration  
在model-free强化学习policy iteration中，常将策略更新过程分为policy evaluation和policy improvement两个阶段。

3.1 Soft policy evaluation  

标准的Q function：

标准的V function：

在标准的⽅程中引⼊熵得到Soft Value Function：

Soft Q function:

Soft V function:

由此可得Soft Q和V的Bellman⽅程：

在固定policy下，使⽤soft Bellman equation更新Q value直到收敛。

3.2 Soft policy improvement  

stochastic policy的重要性：⾯对多模的（multimodal）的Q function，传统的RL只能收敛到⼀个选择（左图），⽽
更优的办法是右图，让policy也直接符合Q的分布。

为了适应更复杂的任务，MERL中的策略不再是以往的⾼斯分布形式，⽽是⽤基于能量的模型（energy-based 
model）来表⽰策略:



为了让EBP和值函数联系起来，设置 ，因此

由soft v function变形可得：

定义softmax（注意此处softmax和神经⽹络不同，神经⽹络中的softmax实际上是求分布的最⼤值soft argmax）

因此 ，

根据Soft Q function可化为softmax形式：

因此整个Policy Iteration流程可总结为：

soft policy evaluation:固定policy，使⽤Bellman⽅程更新Q值直到收敛

soft policy improvement:更新policy

4 Soft Actor-Critic框架  

SAC算法的构建⾸先是神经⽹络化，我们⽤神经⽹络来表⽰Q和Policy：  和 。Q⽹络⽐较简单，
⼏层的MLP最后输出⼀个单值表⽰Q就可以了，Policy⽹络需要输出⼀个分布，⼀般是输出⼀个Gaussian包含mean
和covariance。下⾯就是构建神经⽹络的更新公式。



4.1 Critic  

构造两个Q⽹络，参数通过每次更新Q值⼩的⽹络参数，Q⽹络的损失函数为：

是target soft Q⽹络的参数，带⼊V的迭代表达式：

4.2 Actor  

Policy⽹络的损失函数为：

其中策略⽹络的输出是⼀个动作分布，即⾼斯分布的均值和⽅差，这⾥的action采⽤重参数技巧来获得，即：

4.3 Update temperature  

前⾯的SAC中，我们只是⼈为给定⼀个固定的temperature 作为entropy的权重，但实际上由于reward的不断变化，
采⽤固定的temperature并不合理，会让整个训练不稳定，因此，有必要能够⾃动调节这个temperature。当policy探
索到新的区域时，最优的action还不清楚，应该调⾼temperature 去探索更多的空间。当某⼀个区域已经探索得差不
多，最优的action基本确定了，那么这个temperature就可以减⼩。

通过构造⼀个带约束的优化问题，让熵权重在不同状态下权重可变，得到权重的loss：

soft actor-critic算法⽤伪代码可表⽰为：

5 实验



5 实验  

在连续控制的benchmark上表现效果⽐⼤多数SOTA算法（DDPG、PPO、SQL、TD3）好。

6 总结  
基于最⼤熵的强化学习算法优势：

1）学到policy可以作为更复杂具体任务的初始化。因为通过最⼤熵，policy不仅仅学到⼀种解决任务的⽅法，⽽是
所有all。因此这样的policy就更有利于去学习新的任务。⽐如我们⼀开始是学⾛，然后之后要学朝某⼀个特定⽅向
⾛。

2）更强的exploration能⼒，这是显⽽易见的，能够更容易的在多模态reward （multimodal reward）下找到更好的
模式。⽐如既要求机器⼈⾛的好，又要求机器⼈节约能源。

3）更robust鲁棒，更强的generalization。因为要从不同的⽅式来探索各种最优的可能性，也因此⾯对⼲扰的时候能
够更容易做出调整。（⼲扰会是神经⽹络学习过程中看到的⼀种state，既然已经探索到了，学到了就可以更好的做
出反应，继续获取⾼reward）。

虽然SAC算法采⽤了energy-based模型，但是实际上策略分布仍为⾼斯分布，存在⼀定的局限性。
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