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MR AT BT BRECRIEERELSE, 1R Kronecker B FILUHIZE (K-FAC) S{EHERM
14 actor #1 critic, {FEFRIZITIE/IER Kronecker EF S HAYactor-critic (ACKTR) . {EEIAA, XEFE
—NETF actor-critic AR BEEEEABERE. ZH AT AFIESSHIFRFEEES, tBE
ENFHAGERATF I EEEEHIRR, YEETE Atar FERAVEESTIR AR MuloCo FRIBAZESRSTIE -l
TizF3%. SLAET SOTA /Y actor-critic 75iAMBEY, AMMIGERE TESHIEERH, REMEFIIRS 2-3

&
IOACHBZE: https:/github.com/openai/baselines
Motivation(Why)

1 RERUFE I 75 AL BREERRE TF (SGD) KillZRZHIsREE. SGD FABRAI—MTTiEXIZERIRER
WERAD, REMEEIK.

2. KRR BUFINKERZ—, BRI THEEFTRESRAIASEA,

3. BB EERETHIEARY Fisher ISR BB ERIE NFESEAER. BRI EMELUSH
THEIEE, FEXY Fisher (SRREMEKIYE, TRPO BIIEF Fisher 2R 7 BRTZAEFIXT Fisher
kY. BERN—SSHENTERSTHERE, FERETHEETESHEE RELEST
A, BELL TRPO NERTAER, BHFAWERR.

4. Kronecker EFITAHER (K-FAC) B—MAY RIEABELI. EREFIP, (FRAEKH mini-
batch BENIERBFIERITHAVARNMREMERNZ. 5 TRPO AEIRIZ, BXEFHALAS SGD 18
5, RIS THEEERIE, RIFERIMLERS. AR, 5§ K-FAC BTRIBIUCALURSS
ALRERICF I TR AR,

Main idea(What)

ANNB T —FER Kronecker BT 57509 actor-critic /5% (ACKTR), 1ZFE5Z2EXT actor-critic BY
Y B EEECEE. 1Z5AFERABEARISEEER Kronecker BT, HEBERINA EHEIEREEICK
¥, ANEXBISH-FIUAL, TREEAREEEREZRINICEREL.

How
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1.1 3R I factor-criticHi%

FNZ RN ESTRAAWIM D/ RERRRIRE NN Baeh— 1 RTA (X, 4,7, P,r) . BaeAnE
IRERAURIESEN 0 FTINRREIRNEE J(0). RIEBERL ZEESELRS 1(a | s;), BHOLL
BRANBIR J(0). RESBER—MRZIUENI9:

VT () Z‘I' Vg log mg(ar|se)],

L=l

Heh ot [BEIERAANBRE A™(s;,0,)0 ANBSERIENEE actor-critic(A3C) FiEREXMBREUI T :

k=1

AT (s¢,0¢) = Z"‘:‘i?‘{-@tﬁa ae4i) + "‘.f'k Vi (se4x) — Vi (se),

=0

Hrh SV {\pi}{\phi}(s {t) RAEMGE , VA {\pi}{1}(s{t})=E_{\pi}[R_{t}]
o NEMBWSE , KRB EFHTD , RF/IMLBZKkDS EIR \hat R}/ FFNEZBHFESZE |, \frac {1}
£2)\lefi|\hat{r} {t: - VA {\pi}{\phi}(s {t} \right | {2} .

1.2 {EfKronecker Bl FiEIBABE

RTINS J(0), FBEEE NEETEER Vo, S/IME J(0+ Vo), SATEXEGEERIZLEURT
S0, XRAEEN,; AMEENSEE—MIREE, FROZHE. BAEEAFIH Fisher

BHERE F 19iET0E- KL BERNBES ORI, 1Zeuer TS EAEEISE 0, IRETERE
Eﬁxﬁlﬂ’]@rﬁ BERETHENEUTREIMELNESEH, ITEMNFMEEIH Fisher 28R HEIFEAIE
FrAY, FEUCEEEEENAME. Knonecker B FIUTUARZEF AR Knonecker EFUT{BEXT Fisher XFFAIHAT
BHRIAEABEERH. ATHEUTRX:

gradient updates. We let p(y|x) denote the output distribution of a neural network, and L = log p(y|z)
denote the log-likelihood. Let W € RCout*Cin be the weight matrix in the ™ layer, where C,,,; and
C';y, are the number of output/input neurons of the layer. Denote the input activation vector to the
layer as a € R“», and the pre-activation vector for the next layer as s = Wa. Note that the weight
gradient is given by V' L = (VL)aT. K-FAC utilizes this fact and further approximates the block

Fy corresponding to layer £ as F},
Fy = Elvec{VwL}vec{VwL}T| =Elaa™ @ V,L(V,L)T|
~ ElaaT) @ B[V, L(V.L)T] := A® S := F},

where A denotes E[aaT| and S denotes E[V,L(V,L)T|. This approximation can be interpreted as
making the assumption that the second-order statistics of the activations and the backpropagated
derivatives are uncorrelated. With this approximation, the natural gradient update can be efficiently
computed by exploiting the basic identities (P® Q) "' = P"'@ Q! and (P2Q) vec(T) = PTQT:

vec(AW) = F, lvec{Vip T} = vec (A~ Vi T S71) .

AU LR ARSI ERNRAEESHN M AT EERFEXN. BTXMNEM, BABESRHT
PBERITE. K-FAC IHUBABEERREENS W X/ MEHAVERERTITE. BEWRE K-FAC BiX
T REISENERSIINNEG, o K-FAC G AR o EHRMEMNEERS T 2-3 .

2. B
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2.1 actor-critic PRIBAMEE

AT ESGRWFS BIFHY Fisher BB, AXERRIREE, EXTHEEIRRS TRIENED T, FENID
Ph CEEREE:

F =K, [Vglog m(a]s:) (Vg log m(as))T].

AR —F N P B AR ESRAAL, critic B9757%. 3 critic ATLAIAAR— IR/ _FRREAIT=R, R
EXNUENBRERRY. TR/ ZREEHUAFERASIT-FINE. BREHERITUSHT-4-IRamE

G :=E[JTJ], Hh J EHETSEEFHIHAY Jacobian 8%, SHT-FIFEGFEN T SEMINEEAY Fisher
EME, IXPSEMMEHEEFAIE K-FAC BN FEZR critic £, {BRiR critic v BY Fisher JRfEE X NSETHS 0
p(v | s;) ~ N(v; V(sy,0%)). critic BY Fisher XEfFRIFEXNSHMMELHMENH. &A1, XHEEE
=HT-A4R A,

ANER actor 1 critic 22 EM, THA_LERENXBEIRD BINF K-FAC . E(TTLABSBIZmMEHS
BRI MESRE MR D UM ED TRIBAE D, Bl p(a,v | s) = n(a | s)p(v|s) , FHEEXT p(a,v ] s)
B9 Fisher B8, BSNER K-FAC IRBX3I, RERNBEMZXIMEmMEHITRE. AEFEATINA
K-FAC 1A Fisher %50% E,;[Vlogp(a,v|s)Vliogp(a, v|s)T], BHITEEER.

IHoh, VEEIRRFAENIAR. YEEHIT Knonecker TN M FITEMFNREITE, LURMTE
AEl.

2.2 SREFHISEEM

REEFHEABEEHSSHE AT FWSEI—MEIEEMRISREE. A3CRA K-FAC RIEEEAT,
AR n

. 20
min(Nmag » —)
\/ VOTEV0
Hep2 SR o {ISETFER § SBSE. W05 actior ] critic EN B, XRNESHEEDIRES.
3. fHXIHE

EPABEEE[ 1] FHK akade[ 10]ER M T SRERIEBELTTiA. Bagnell 1 Schneider[31i—EBA[10] FEXHIEER
HEEROmRIESHIIN S EERZ. Peters F Schaal[ 19]BE/515 EABER AR actor-critic BiEH., (]
IRHXT actor FUEFHUTEABERIBE, X critic B FERASR/N_FATEZESD (LSTD) Hik.

R, TERFAEREEERT, BXUFE Fisher BFFFIITEREFEEERAITENL. LABIAI TIERSIT
ZA A ERRAREEIS(GMREERRS). AT EEITEGIE, SEERISAL (TRPO)[21] LKA
LR, (FRHEIBEFIYUE Fisher FBME-[MERFN, LT Martens[13] NITE. XMAEBRNEE
e, B, EHREESITE Fisher ME, AFITH EBRIEARRIZEE, BIFTFM Atari F MuJoCo BIEIE
MERPFIEE, X, BRERENEHT (rollout), LASDERAITHIZER,

K-FAC B (EFEZ TALIERY Fisher AR IERIAE FRIFHISR ST ERANE T ERERIX D
[E, RE TRPO B/RHEUAER Adam[11] F—H U1 0 R ES ZBFIEREREHRE, BE
A AARERERIR.
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JUFMER TRPO THEXERR T ERPEEERE. AT ERESITE Fisher MERFR, Wang FAL27]RAREEMN
MHRIRISNANE T HHEZ [ERIK BRI B ISR R AR, Heess Z([8]F0 Schulman (23]
£ B FRERELRIARI0 KL AUMEAIRETR, MAREEEMARRMEINRIRELIR, EESAEEusmIESRIRE
YR HE, XWRIEXEBER 7 XS BRI — 2.

BIFE| N T Eth actor-critic #85, EIEINSRER(27]. (7K1 HFROSRIBSHANE,
SANMTIERERN, TS ACKTR &8, H— SR rANE,

XLETTE

4. 508
RIGHT T —F 5L KL iR

(WEBEARCEAITEMERSE, ACKTR SRIHAY on-policy 75iEF1E R ML EsE LB a0 (m]?
QM AEREFHNIERIBED
)V 5—M75EH8EE, ACKTR B batch size 8B MERERN{A]?

EEERMNEE ST E LG TIREAT A ACKTR, {EERFOpen Al Gym REHESINEH/OIT
LEE. BEIEHIESA Atari2600 AR SHMEOTHEEE, EEIZHNES F MuloCo Y135 |G
B, HTRUELEI AR A2C # TRPO., ACKTRIIELEFRAMERAERZEE, R Atari kL
B TRPO By, HATIETHREERBEMRITERE, (FERAeERAE/\IZEH.

4.1 B

25 1000 JFBTEIE (1A EEEZETF400)1) 114088 6 2R Atari KAV RANE 1 For, FBEXigZET 2 NBElfh
FRONMEZE. 5 A2C #0 TRPO2 1BEVER, TEFRFBIIFERT, ACKTR EHAREREVESHTEEEHIKESUERE) 5
HEZEMT A2C. FE AT TRPO REETE 1000 BRIEEEWZIMFIRE, BD (Seaquest) F1 {Pong) , F
BEHFARERERINAIAC,
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Figure 1: Performance comparisons on six standard Atari games trained for 10 million timesteps (1 timestep
equals 4 frames). The shaded region denotes the standard deviation over 2 random seeds.

= 1 BE7 TR Atari 2600 X% _EXTEAUEHEHESS AL AEME. ACKTR F1 A2C 55 E/R7E 5000 J5RTE]
EEIREMNRE 100 NMEHEIESERE, LRI 1000 FEEEEIREM TRPO R, RIEPEBRTEN
Nag, Hep N ®RE N BISE (N + 100) NEEOTIRERBIT AKRIKF[ 161895 1 BE, FT8

4/8



JoyRL51525812-3-Scalable trust-region method for deep reinforcement learning using Kronecker-factored.md

2 2 MNBEFFRF. & (Beamrider) .

{Breakout)) .
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{Pong) #0 {Q-bert) FEHEXF, A2C FEELY, ACKTR

£2.7, 3.5, 53f3.0 BRUERISGZAEEARIAKRIRI;, o, £ (KENEE) ., A2CHIETERAA
ANZEHFRM, M ACKTR BUIRERE 19723, BAZEFRIM(1652)89 1245, & (Breakout) . {Q-bert) F0
{Beamrider) &1, ACKTR X EHRISEFSEILL A2CEH 26%. 35% F1 67%.

{EEIRTE Atari IRt AL T ACKTR,

—

SERERNRENMR, EEIE ACKTR 5 Q-learning /553

1TTHR, RIVE 44 NEIEPE 36 1, ACKTR FEHFAESHEHS Q-leaming 73iA182, FHEIEFRITE

RS TEIARIRLD

ACKTR A2C TRPO (10 M)

Domain Human level Rewards Episode Rewards Episode Rewards Episode
Beamrider 5775.0  13581.4 3279 8148.1 8930 670.0 N/A
Breakout 318 735.7 4094 581.6 14464 14.7 N/A
Pong 9.3 20.9 9204 19.9 4768 -1.2 N/A
Q-bert 13455.0  21500.3 6422 159674 19168 971.8 N/A
Seaquest 20182.0 1776.0 N/A 1754.0 N/A 810.4 N/A
Space Invaders 1652.0  19723.0 14696 1757.2 N/A 465.1 N/A

Table 1: ACKTR and A2C results showing the last 100 average episode rewards attained after 50 million
timesteps, and TRPO results after 10 million timesteps. The table also shows the episode N, where N denotes
the first episode for which the mean episode reward over the N'" game to the (N + 10{])‘”‘ game crosses the

human performance level [16], averaged over 2 random seeds.
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Figure 2: In the Atari game of Atlantis, our agent (ACKTR) quickly learns to obtain rewards of 2 million in
1.3 hours, 600 episodes of games, 2.5 million timesteps. The same result is achieved by advantage actor critic
(A2C) 1n 10 hours, 6000 episodes, 25 million timesteps. ACKTR 1s 10 times more sample efficient than A2C on

this game.

4.2 EEHEH

{EETE MuloCo P TIELHTHIESRIEN. AT SENMFEFIRE, EE=tES B EER .
221 100 S PEHEESIIERET 8 4 MuJoCo MMERIZERIE 3 A (FARZ XIS 3 MNENMFRITRE
. ) o AXANEEIE 8 4> MuloCo {E5EHRY 6 MES LEEMTEE, FEEMRMES (Walker2d 7
Swimmer) 5 A2C ZARZE,
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Figure 3: Performance comparisons on eight MuloCo environments trained for 1 million timesteps (1 timestep
equals 4 frames). The shaded region denotes the standard deviation over 3 random seeds.

gNZR2fT7R, ACKTR Z— ATE1ESS LEHUtAERE

TERYEE, BRT Swimmer, TRPO HIFEARZIERZ TRPO HY
4.1 { —MFNEEEERIGIFZE Ant, H ACKTR RIRAZIERZE TRPO RY 16.4 &, EFEIRFHETS
, BT TRPO 7E Walker2d FRE FHSRBISSIHH 10% 9b, Eb=FOsmismyias,
ACKTR A2C TRPO

Domain Threshold | Rewards Episodes | Rewards Episodes | Rewards Episodes
Ant 3500 (6000) | 4621.6 3660 4870.5 106186 5095.0 60156
HalfCheetah | 4700 (4300) 5586.3 12980 53437 21152 5704.7 21033
Hopper 2000 (3800) | 39159 17033 39153 33481 3755.0 39426
P 950 (950) 1000.0 6831 1000.0 10982 1000.0 29267
IDP 9100 (9100) | 9356.0 41996 9356.1 82694 9320.0 78519
Reacher -7(-3.75) -1.5 3325 -1.7 20591 -2.0 14940

Swimmer 90 (360) 138.0 6475 140.7 11516 136.4 1571

Walker2d 3000 (N/A) 6198.8 15043 5874.9 26828 6874.1 27720

Table 2: ACKTR, A2C, and TRPO results, showing the top 10 average episode rewards attained within 30
million timesteps, averaged over the 3 best performing random seeds out of 8 random seeds. “Episode™ denotes
the smallest V for which the mean episode reward over the N to the (N + lﬂ}”" game crosses a certain
threshold. The thresholds for all environments except for InvertedPendulum (IP) and InvertedDoublePendulum

(IDP) were chosen according to Gu et al. [7], and in brackets we show the reward threshold needed to solve the
environment according to the OpenAl Gym website [5].
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Figure 4: Performance comparisons on 3 MuJoCo environments from image observations trained for 40 million
timesteps (1 timestep equals 4 frames).
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MGE)EGRESHIMSA:  https: //www.youtube.com/watch?v=gtM87w1xGoM

T || ZRAORREUANER . https: //github.com/emansim/acktr,
4.3 B—MltdbcriticREBIFENIS?

ZRINBEARIEIBETERNT actor NFIEMABEERT, A XEEREINXY critic NFABRBEEH. X3l
REFIERAHATBIUERY critic FTERIRAVERE NRERI22THENABER || 5. HALE ACKTR NAF
actor, FFEUER T EFE—M 75 ABIRREGSEE0F{ER ACKTR (BISH-4-RE YA EHOHTIRR L. BS (a)
FI(b) B 7 ELEHEHESS (HalfCheetah) F0 Atari ji#Xk {Breakout) HILER. (EEMERZ, FTiERMMSE
TR critic, 5ELE A2C 18EE, X actor fiZF§ ACKTR EBSTHREsUHA.

1000 HallChanizh Broakait Ereaknit Eraaknit
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Figure 5: (a) and (b) compare optimizing the critic (value network) with a Gauss-Newton norm (ACKTR)
against a Euclidean norm (first order). (¢) and (d) compare ACKTR and A2C with different batch sizes.

A, (EFEET-AFIBEML critic BT REVBUHTE | AR ASCEENRIS RS EAEARE. 1t
Hh BE-HITES A TIRE]S. FEARRBENSH-FIMEEH B E BB IRE A RAUE
A EZAIS0H.

4.4 ACKTRIZE#AE L S5A2CHEELAN?

{E&¥E ACKTR S8/ A2C 1 TRPO T TLHER. 3 BT 6 1 Atari JiFXRA 8 4 MuJoCo CREIRES
[B)IRE RSB ELS . FSERS ARSI ERE. iF&, & MuloCo 1, EZEIGEZIN
FFRLIBEY, TOTE Atari SMER, RIGEFTHER;EEZAIMIEE Atari FMZHLIERY, NFRFEIITTLL
&2, ACKTRLE A2C RZRIEMN 25% RYTTERYE, MR T BRIEAMARRRIIRLES.

(Timesteps/Second) Atari MuloCo
batch size 80 160 640 | 1000 2500 25000
ACKTR 712 753 852 519 551 582
A2C 1010 1038 1162 | 624 650 651
TRPO 160 161 177 593 619 637

Table 3: Comparison of computational cost. The average timesteps per second over six Atari games and eight

MuJoCo tasks during training for each algorithms. ACKTR only increases computing time at most 25% over
A2C.

5.5 ACKTRFIA2CTER R B AT RIZRIRAN{T ?

EZLLI Y ACKTR F1EL A2C TEAE batch size FHIFRM, KNI BRIET 160 F1 640 BY batch size,
5 (c) B/ 7 AR B8RV .
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Figure 5: (a) and (b) compare optimizing the critic (value network) with a Gauss-Newton norm (ACKTR)
against a Euclidean norm (first order). (¢) and (d) compare ACKTR and A2C with different batch sizes.

B (a)F(b) LR T A -4 B AU ACK TR)FIRR EGBEN(—FN)SRAAL, critic (EMZR). (o)F(d)ELERAE
batch size Y ACKTR #0 A2C ,

{EZ &R, batch size BEARHAY ACKTR 5 batch size /)M ACKTR EIN—#E8F., {(BR, BBEFE batch size BIIE
o, A2C RUBEARHE TR, X5E 5 (d) FRIMERERENIN, & 5 d) F, FIMRIEEIIRER T
TilgEhek. AR, SfER A2C18EL, FEREX batch size B ACKTR BISFRAKIENN, 1XFRE, &
2REF, ACKTR BRAWINEE], EXMERT, FTEEFAR mini-batch,

5. 458

AYRE T — M RATREEREEINEAMES B EANMRRISEEIITIE. (FEER—FFRA K-
FAC BIBIR, XJ actor-critic FRITIABABEREST, FRIRERHTEEEMML. FXE—MRLHERE
PRIBEEHTHRAAL actor-critic, {FETE Atari JiEXFIMuloCo FMEHRMIA T ACKTR 75i%, MEBS—HEd
ET3i% (A2C) FHERR75i% (TRPO) fELY, HAMERYRS T 2 83 8. BTANEZNAT RE,
Z A RS — N EERNRIRGEMN =B ISRESEFIR LN IRE R UESAIRA.

N

ARIERS TRPO HAYEAS, AT ENEM, EE8BAKRKEE konecker AFILLIEA, 1IBRHTHE
Z(HHKAY knonecker EFIELIIEA, FIFHL actor-critic 755k, AN A BT EEHESIFMELSHSSSLI8 T
BB, BARIRES THASENTY B,

AR REAFARE, CUHRNERRESTRE TERRSRARKERCSERERE.
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