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Q LEARNING i 3

2 Q learning #k

Q-learning #&yk!
I: %ﬂﬂﬁ’f{ Q i% Q(S’a) j‘j/ﬁ:‘%a\{E’ /fE;H\:EP Q(Sterminalv) =0, Eﬂggﬂ:%%}\
XIRHY Q 12N O
2: for [F6% = 1,M do
HEWEE, FRIEHERES s
for if2 = 1,t do
g e — greedy TMERIESIE ar
PSR ap SR e FTN—IRES s
BEHT SR -
Q(st,at) « Q(s¢,a¢) + afry +ymaxg Q(s¢41,a) — Q(s¢, a)]
FHTIRAS se41 s
10: end for
11: end for

'Reinforcement Learning: An Introduction
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3 Sarsa &k

Sarsa k!
L WA Q 3£ Q(s,a) MAEEME, HHEAH Q(siermina,) = 0, BIZ RS
IR Q BN O
2: for [F6% = 1,M do
BEEIE, RIEIEIRE s
HAE € — greedy SREERIEANILINE a1
for 4 = 1,¢ do
IREEARYE ar RN re TR —TAIRES si44
4G € — greedy SRWE siq1 FERFESIE arp
BT R -
Q(st,at) < Q(st, ar) + afry + yQ(st11, ar+1) — Q(st, ar)]
10: FHTIRAS s s
11: HCHTEIME a1 <
12:  end for
13: end for

'Reinforcement Learning: An Introduction



POLICY GRADIENT %%

4 Policy Gradient #:

REINFORCE #.3y:: Monte-Carlo Policy Gradient!

1: PIIRILIRTIE S 0 < Rd/( e.g., to 0)

2: for [E]/E,\%Z =1,M do

IRAESAENE 7(- | -, 0) KFE— (FJL) EIAGH transition
4:  for B[4 = 1,t do

s IR G e XL, R,

6: FHENG 0 < 0 +ay'GVInT (A | S, 0)

7

8:

end for
end for

'Reinforcement Learning: An Introduction
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5 DQN 5%

DQN 5%

1 AL SRIE 28250 0

2 SHISHEIHRMZ Q + Q
3 WA EREL D

4: for [A|5% = 1, M do

10:

12:
13:

14:
15:
16:

BB, FRIEVIHIRS s
for B4 = 1,t do

T4 € — greedy SRMERAESIE ay

INGIRYE ar RSN e FTF—IRE s

iif transition Rl (s¢, ag, re, se41) BNLK B D H

R EARIRAS s < s¢

B TR WS

M D HFZFE— batch [ transition

it B L bR W Q fEH, Bl Yj =
. ST LRSS 41
vy 4 ymaxy Q (sy1,0'56)  ATFIRL AT s 11

KK (45 — Q (s, a50))° KT 0 MEBEHLEEE T 1%

end for
C MEIGEHIZE Q «— QUILAbth AT 5 SR INIE R
AE C 4, EWRER C AEAEE)

17: end for
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6 SoftQ &k

SoftQ #Hy:
1 AR SE0 0 Hl ¢
2 HHIZBE 0 0,0 ¢
3 IR &AM D
4: for 5% =1, M do
5. for B4 = 1,t do
6: WG ap < [ (&se) RAEBIE, Hrp &~ N(0,1)
7: RIS ar SN sy ﬂﬂ:“ MRS si41
8: A transition Bl (s¢, ag, 1y, se41) FILE A D H
9: TEHTEATDIRAS seq1 < s¢
10: BT soft Q e i@
11: WA s, RbE {ald }jwo ~ G
12: 144 empirical soft values V. (s;)!
13: 115 empirical gradient Jg (9)2
14: R Jo(0) i/ ADAM B 241 0
15: SRR -
16: T4 s Tk g6 }~: ~ N(0,1)
17: i al™) = (6(”)7 SEZ))
18: AR AL (580)3
19 LR it 2500 o Be [Af? (&s) L5 BV,
20: 1RAE Vo Jr ] ADAM HHZH ¢
21:
22:  end for
23: CABEERSE 00,0 ¢
24: end for

exp(LQf s .a
W (s1) = alogE,, {M}

q, (a7)

2 1 (A0 0 2
JQ(G) = ]Est"'qst »at ~qay |:§ (Qsoft (St7 at) - Qsoft (Stv at)) :|
Af¢ (7 si) :Eatr\aﬂ-‘f’ |:"{ (ai7 f¢ (7 st)) Va/ngft (St, al)

a’=ay :|

3 a’=ay

+ aVaw(a',ﬁ (-;st))




SAC H % 8

7 SAC Hik

Soft Actor Critic &%
1 WA Actor HYMIZE AL 01,02 LS —> Critic PZ4Z4L ¢
2: EHIZEE HARML 01 < 01,05 0o,
3: PR AR 5T D
4: for 5% = 1, M do
BEEINE, RIGIEIREE s
for If4 = 1,t do
RYE ap ~ T (at \ St) KAEEBIE ar
NG R AT~ — N RAS S seq1 ~ p (S0 | 86, a¢)
i transition 2IZHGEIHEHT, D« DU {(s,ar, 7 (St,a¢) ,St4+1)
10: BHTIREIIRES si41 < 54
11: BB SR - )
12: T Q PREL, 0; + 0; — )\QV@iJQ (Qz) for i € {1,2}12
13: HHHALE, ¢+ ¢ — AV r() 3
14: JH%E temperature, o« a — AV,J(a)
15: E%ﬁﬁﬁiﬁl%ﬂi, 9_1 <_7—9i+(1_7—)§i for ¢ € {1,2}
16:  end for
17: end for

'Ja(0) = E(s ) ~p [% (Qo (sesar) — (7 (se,a0) +7Esyynp [V (St+1)]))2]
Voo (0) = VoQo (ar,st) (Qo (st,a1) — (r (s, a:) + v (Qg (541, a141) — alog (g (ars1 | $141))))
Vo dn(¢) = Voalog (ms (as | 5:))+(Va,alog (s (ar | 5)) = Va, Q (51,80)) Vo S (€15 50),a0 =
fo (etsst)
*J () = Eayor, [—alogm (ac | s¢) — oH]
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