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Q LEARNING % % 3

2 Q learning #k

Q-learning &%
1: @]ﬁzﬁ'ﬂ: Q % Q(Saa) j"j/E—E%E\/va {B;H\:EP Q(sterminaly) =0, Engﬂ:ﬂ(?&
XN Q BN O
2: for [F5%1 = 1, M do
BEEINE, RIGHIERES s1
for 4 = 1,t do
4G e — greedy SRUERFESINE ay
IRERIE ar RGN re TR —PIRES si44
BT R -
Q(st,at) < Q(s¢,a¢) + afry +ymaxg Q(s¢41,a) — Q(s¢, ar)]
FHTIRAS s s
10:  end for
11: end for

O . .
“Reinforcement Learning: An Introduction



SARSA F ik 4

3 Sarsa &k

Sarsa #EyE®
1: %IUZLIIM’K Q %% Q(S7a) y‘]’ﬁ&%‘%’fﬁy /fB;H\:EP Q(Sterminal,) = 0, EU@}H:W(?S
KR Q {EN 0
2: for [F5%1 = 1, M do
HEWNG, RIS s
A5 € — greedy SRBERFERIIAENE a1
for B5fF = 1,t do
INEARHE ar RO me FOR— RS si4
G e — greedy TKWE s¢q1 FHERFESIE arp
BT SR -
Q(st, ar) < Q(st,ar) + afry + ¥Q(5t41, ar1) — Q(St, ar)]
10: BEHUIRES st41 ¢ s
11: FHTEME a1+
12:  end for
13: end for

PReinforcement Learning: An Introduction
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4 DQN #3i%

DQN H#?

1. RIS 28250 0
2 HISHEIHRMZ Q + Q
3: MR A5 Bl D
4: for 5% = 1, M do
BRI, RIFOIHIEIRE s
for 2 = 1.t do
134 e — greedy SR RAFIIE
INEARHE ar RGN me FTR— RS si4
it transition B[ (s¢, at, 14, $e41) BILK R D
10: FEHTEARIRAS s < s¢
11: BT R -
12: M D HFZFE— batch [ transition
13 ARG Q M. W y®
14: XL L(0) = (yi — Q (si,0:50))° TS8O (bEHUBERE TR
15:  end for R
16: C MREIEEHIZH Q + Q¥
17: end for

®Playing Atari with Deep Reinforcement Learning
e, _ {” T LAARTS 8541
Yi = ri +ymaxy Q (sit1,a’;0) BT RS+
®0; ¢ 0; — AV, L; (6;)
© b th PTG SRRSO MBS RS C . HEEE C MREIGEE



POLICY GRADIENT %%

5 Policy Gradient #:

REINFORCE #.y%: Monte-Carlo Policy Gradient®

1. FIGHILSERS 250 0 € RY (e.g., to 0)

2: for [FE5% = 1,M do

HUESEW (- | - 0) FbE—/ (SUL4) 4R transition
4:  for 4 = 1,t do

5 HEER G« X, 7 R

6: E%ﬁ%fﬂ% 0«60+ Oé’}/th Inm (At | St,B)

7

8:

end for
end for

“Reinforcement Learning: An Introduction



ADVANTAGE ACTOR CRITIC i

6 Advantage Actor Critic 5k

Q Actor Critic #%:

1: fIIRMk Actor %% 0 F Critic 2% w
2: for [F5%1 = 1, M do
IRYERRE mo(als) KAE— (L) [BIEHY transition
Wt Critic 25°
for B2 =t+1,1do
118 Advantage, Bl §; = 1t + vQu(St41,at11) — Qu(st, ar)
W < W + 0V Qu (51, ar)
at < Qp41,8t < St+1
end for
10:  FEHT Actor 251 0 + 0 + apQw(s,a)Vylogmg(a | s)
11: end for

w

VIXHZES TD error HRFMERIRM ¢ + 1 £ 1 11573 Advantage H 7 (#
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7 SoftQ ik

SoftQ #Hy:

L WIS O 1 ¢

2 GHIBE O 0,6 ¢

3 IR &AM D

4: for 5% =1, M do

5. for B4 = 1,t do

6: WG ap < [ (&se) RAEBIE, Hrp &~ N(0,1)
7: RIS ar SN sy ﬂﬂ:“ MRS si41

8: A transition Bl (s¢, ag, 1y, se41) FILE A D H
9: TEHTEATDIRAS seq1 < s¢

10: BT soft Q e i@

1 REPEEA s Kb (a0} ~ gy

12: L empirical soft values V2, (s;)®

13: 14 empirical gradient Jg(0)®

1 AR Jo(6) (5] ADAM HHSHL 6

15: BT SR -

16: xﬁt s b {00}~ N(0,T)

w0 = go (569 0
18: LT HE AL (550)®

0, R 2 o Be [Af0 (6s) 2
20: AR Vodr i ADAM B2 ¢

21:

22:  end for

23 4 CAEEEHBH O — 0,6 ¢

24: end for

A BV

@ exp(1Q? . (5,07
PV (s4) = alog By, {M}

q, (a7)

@® 1 (A 0 2
JQ(G) = ]Est"'qst »at ~qay |:§ (Qsoft (St7 at) - Qsoft (Stv at)) :|
Af¢ (7 si) :Eatr\aﬂ-‘f’ |:"{ (ai7 f¢ (7 st)) Va/ngft (St, al)

a’=a; :|

/—.
® a’=ay

+ aVaw(a',ﬁ (-;st))
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8 SAC-S #ik

SAC-S #®
1 WG SE 0,0, ¢
2: for [F5%1 = 1, M do
3:  for 4 = 1,t do
R ap ~ T (at | St) FKHEIME a
IR R AT —RAS, seq1 ~ p (St | s, a¢)
A transition 2N, D« DU {(s¢, a¢, 7 (s¢,a¢) ,8¢41) }
FRTIREEIRAS si41 + s¢
SRR
1,/) — 1/) — )\vajv(lb)
10: 0; < 0; — )\QﬁgiJQ (91) for i e {1, 2}
11: ¢ ¢ — AV Jn(9)
12: YT+ (1—1)
13:  end for
14: end for

®Soft Actor-Critic: Off-Policy Maximum Entropy Deep Reinforcement Learning with

a Stochastic Actor
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9 SAC #Hik

SAC 0

L WA SEL 01,00 LIS ¢

2. EHIZEE HIRML 01 < 01,02 < 02,

3 Flipte &5l D

4: for B5% = 1, M do

5. EEING, RIGHIBIRE s

6: for B[4 = 1,t do

T B4 ar ~ 7y (ag | s¢) REFEBIE ay

8: NG R AT~ — I RAS S seq1 ~ p (S0 | 86, a¢)

9: i transition 2IZLHG R, D« DU {(s,ar, 7 (S, a¢) ,Se+1)
10: BUFIIAERS st41 < st

11: BT SRS -

12: A Q RE, 0; + 0; — )\QV@ Jo (0;) for i € {1,2}®©
13: FEHSMEALE, ¢ & — AV Ja(o) ©

14: JH%E temperature, a < a— AVyJ(a) @

15: FHT HARMEANE, 0; « 70; + (1 — 7)0; for i € {1,2}
16: end for

17: end for

®Soft Actor-Critic Algorithms and Applications

#Ja(0) = B¢, a~p [% (Qo (sesar) — (7 (se,ac) +1Es,y ~p [V (St+1)]))2]

Vo do(0) = VoQo (ar,s¢) (Qo (st,ar) — (7 (st,a0) + 7 (Qg (St41,ai41) — avlog (g (ars1 | 8141))))
Vo Jn(¢) = Voalog (ms (as | 5:))+(Va,alog (s (as | 8)) — Va, Q (51,80)) Vo S (€15 50) a0 =

Jo (ex58¢)

?J(a) = Eaynr, [—alogm (a; | s¢) — aH]
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