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亮点：作者提出了一种基于值分布的强化学习算法，将过去强化学习算法中对累计回报的期望进行建模
改为对累计回报的分布进行建模，提出了一种新的算法，并做了实验验证，在Atari基准上超过了原有的
算法

Motivation (Why):  

基于值的强化学习算法只对累计回报的期望进行建模，关于分布的很多信息丢失了，如方差，分位数等
信息。在风险规避的场景，更倾向于选择方差较小而不是一味地选择均值高的行为。

Main Idea (What):  

将原有的贝尔曼算子改为分布式贝尔曼算子，并给出了相关性质的证明，将原有的价值函数在期望上收

敛到一个固定数值的理论，改为了一套关于价值函数在分布上收敛到一个固定的理论。

贝尔曼方程

经典的基于价值的强化学习方法尝试使用期望值对累积回报进行建模，表示为价值函数  或动作价
值函数 ，然后智能体把价值函数当成“地图”，根据指引选择不同状态下的行为。强化学习通常
使用贝尔曼方程来描述价值函数

其中，  表示回报是沿着智能体在策略  下与环境互动的轨迹所获得的折扣奖励的总和。策略  的价
值函数  描述了从状态  采取动作  ，然后根据  获得的期望回报。贝尔曼方程也可以被
改写成如下迭代形式:

在强化学习中，我们通常感兴趣的是采取动作使回报最大化。最常见的方法是使用最优方程:

该方程具有唯一的不动点  ，即最优价值函数，对应于最优策略集  当 
 是最优的  。 我们将价值函数视为  中的向量，并将

期望奖励函数也视为这样的向量。在这种情况下，Bellman算子和最优算子T定义如下:
时，

这些算子非常有用，很多强化学习算法都建立于此。特别地，它们都是压缩映射，并且它们在某些初始

上的重复应用收敛到 或 。
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分布式贝尔曼方程

以上贝尔曼方程是基于期望的贝尔曼方程，描述的是三个随机变量期望之间的关系，即

。其中第一项后后两项的加和，故也为期望的形式。分布式贝尔

曼方程，将随机变量的期望用随机变量本身来替代，即：

其中，  是表示 下收益的随机变量，  表示当前回报的随机变量,  是关
于下一状态折现后收益的随机变量，物理意义上没有变化。

值分布贝尔曼算子 的更新公式：

其中，

对分布进行估计的优点：

1. 很多时候均值不能反应分布特点
2. 若不同行为期望相同，方差不同，仅仅考虑均值就不能做出正确选择。

Main Contribution (How):  

C51算法由两个重要的过程组成，参数化分布，投影贝尔曼更新。

过程1：参数化分布

在任何状态-动作对(x,a)处，累计折扣回报都是一个分布，在对这个分布进行表示上，C51采取了对随机
变量空间离散化，再将随机变量建模为在这些离散空间上表示的加和，假设折扣累计回报 的最大值为 

 ，最小值为  ，并将最小值与最大值之间的区间均匀离散化为 区间，则每个等分支集

为 ，支集为概率密度不为0的点。因此我们可

以对支集上的概率分布进建模

个

其中w.p.为with probability的缩写。
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上述图片参考自知乎回答，形象地表述出了C51算法将状态-动作对(x,a)输出至函数分布的过程

过程2：投影贝尔曼更新

 

(a)图中蓝色部分为下一个状态动作对的状态分布，经过折扣系数 作用后变为(b)图中紫色部分，与常数
随机变量回报相加后，平移后变为(c)图中映射部分。显然可以看出，值分布贝尔曼操作符是收缩的，故
最终是可以收敛的。但同时会在值分布贝尔曼操作符一次又一次作用下离开原有的定义域，超出前文所
述离散化的支集的范围，故我们需要一个映射 将更新后的随机变量投影到最开始的离散化支集上，这

就是投影贝尔曼更新

整体算法



以上是C51算法整体的更新思想如下。将状态动作对映射到一个分布上去，然后一次一次迭代这个分
布，使用Q-Learning的思想，将现有分布和更新后分布的差值当作损失，更新网络的参数，直到这个分
布收敛到一个固定的分布。在这个过程中有以下难点：1.如何表示一个分布，2. 如何衡量两个分布的差
值。过程1和过程2分别解决了这两个问题。

结果：

上图是不同数量固定区间的算法在不同任务下的表现，算法最终取名为C51是因为在消融实验后发现将
概率分布表示为51各固定区间的概率加和后效果最佳。



Q函数在实验进行中一个时刻分布情况，图中可以明确看出各个动作的好坏

作者将C51与DQN，双重DQN，对偶结构DQN和优先回放DQN进行了比较， 比较训练期间取得的最优
评估分数，发现C51明显优于其他算法。并且发现C51在许多游戏中（尤其是SEAQUEST）大大超越了当
前的最新技术水平。一个特别引人注目的事实是该算法在稀疏奖励游戏有着卓越表现。

本文提出方法的优点：

1. C51算法的卷积神经网络的输出不再是行为值函数，而是支点处的概率，神经网络学习的目标由数
值变为一个分布。可以使学到的内容除了数值以外的更多信息，即整个Q函数分布。

2. C51在奖励稀疏的任务下表现更好，因为系数的奖励在分布式的传播中相对不容易丢失
3. C51算法的框架虽然仍是DQN算法，但损失函数不再是均方差和，而是KL散度，可以更好地描述两
个分布之间的差别。
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