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Q LEARNING i 3

2 Q learning %k

Q-learning jk®
1: ;F]Jﬁﬁ/ﬂz Q %‘% Q(S,Q) j‘j'ff%’%{ﬁa 1E;H\:EP Q(Sterminala) = 07 Eﬂ%ﬂ:’lﬁfﬁfx
X Q {H M O
2: for [M[&% = 1, M do

3 EEWE, REVIERIRE s

4:  for f# = 1,T do

5: R4 e — greedy HTMERILENE a

6: IR ap SUBEEIRN v TR —RAS s

7: o3 e -

8: Q(st,at) < Q(s¢,a¢) + afry +ymax, Q(s¢41,a) — Q(s¢,ar)]
9: FEHRA si41 ¢ s

10: end for

11: end for

“Reinforcement Learning: An Introduction



SARSA Hix 4

3 Sarsa Rk

Sarsa &yk®
1: %Bﬁﬁ'pﬁ Q %‘% Q(Saa) j‘:"ffﬁ%ﬁ{ﬁa 1E;H\:EP Q(Sterminala) = 07 E'I]ggﬂ:}{jtﬁ
YIRS Q (A O
2: for &% = 1, M do
HEIREE, FEVIHIRE s
I € — greedy SRS RAEWIEIINE a1
for 4 = 1,t do
PREEARME ar SO e FITR —AMIRES s
s € — greedy Mg si1 FERFESIE ara
o e -
Q(st,at) < Q(st,ar) + alre + ¥Q(St41, ary1) — Q(st, ar)]
10: FEHRA si41 ¢ s
11: FOHEE a1 < ag
12:  end for
13: end for

PReinforcement Learning: An Introduction



DQN Hi%

4 DQN 5k

DQN 51k
1 BT LRI BHL 0
2: EHSHEIHRMZ Q + Q
3 WAL AR D
4: for &% =1, M do
5. EEWE, REVIERIRE s
6: for 52 = 1,t do
7: R4 e — greedy TMERFENE a
8: IREEARE ar SO 7 IR —AIRES si41
9: 1M transition B[ (s¢, ar, 7, se401) BIZK R D A
10: RS si41 54
11: R
12: M D ®FRAE— batch [ transition
13: TSR Q H, B y,®
14 WHRE L(0) = (i — Q (si,05;0))° XT-BHL 0 ARBEHUHR L T
15:  end for X
16: C MEEEHBE Q + Q¥
17: end for

®Playing Atari with Deep Reinforcement Learning
. {m XL AR 011
e ri + ymaxy Q (siy1,a’;0) FFARZ RS si1
®0; < 0; — AV, L; (6:)
AL AT RIS SRR MBS RS C 2, (AR C MREIGRUE



PER_DQN %% 6

5 PER_DQN %k

PER_DQN #k®
1 WIHRAL RN M 25 240 0
2. EHISHEHIRMZ Q + Q
3 WAL AR D
4: for &% =1, M do
HEIE, REBVIEIRA s
for I’} = 1,t do
R4 e — greedy TMERFENE a
REEARYE ar BUBE re AR —RES si44
ﬁ,ﬁ’% transition ED (Sta A, T't, St+1) E]Jé'égﬁ@jj& D) #*ETE TD-error
AR E HALSER e
10: FHFRBIRAS si41 < st
11: TR :
12: AL A R, BOFEAREMES P(G) =
pjo‘/ Yoips, M D HEREE—/SK/NA batch [ transition
13 WA R w) = (V - P() "/ max; w
14: 115 TD-error 0; ; R4 TD-error HHL LI p;
15: THESEbRN Q fH, B y,®
16 MR E SRR E R L) = (y; — Q (s, a;30) - w))*, It
KFHE LT 250 0 RGPS F %
17:  end for A
18 4 C AEEEHSE Q «+ Q¥
19: end for

PPlaying Atari with Deep Reinforcement Learning
. {m X2 AR 041
. ri +ymaxy Q (sit1,a’;0) ST IAEL RS si11
®0; < 0; — AV, L; (0;)
AL AT RIS SRR MESR RS C 2, (AR C MREIGRUE



POLICY GRADIENT %k

6 Policy Gradient 3k

REINFORCE %7)k: Monte-Carlo Policy Gradient®

1 WIS S5 0 € RY (e.g., to 0)

2: for [M&% = 1, M do

MRPEREmE (- |-, 0) RAEE—A (BULA) BIEH) transition
4. for 4 =0,1,2,....,T — 1 do

5 THERHR G+ ZZ:t—H YFLRy,

6: PRS0 < 0+ ay!GV InT (4 | S, 0)

7

8:

end for
end for

“Reinforcement Learning: An Introduction



ADVANTAGE ACTOR CRITIC %%

7 Advantage Actor Critic Hi{k

Q Actor Critic 5Lk

1: #G4 Actor % 0 FI Critic % w
2: for H[&% = 1, M do
RIEHME mo(als) RAE—A (BULAD) [FIAERY transition
§i P Critic 5%
for I =t+1,1do
TH Advantage, B[l 6 = ri +7Qu(St41, at1) — Qu(se, ar)
W 4= W + 0tV Quy (S, ar)
at < Qp41,8t < St+1
end for
10: BB Actor 41 0 + 0 + apQw(s,a)Vylogmg(a | s)
11: end for

w

VX LA TD error MFFEIZIEM ¢ + 1 3] 1 31595 Advantage HJ5{#



PPO-CLIP H ik

8 PPO-Clip &k

PPO-Clip k%@

1 FILRAL RIS 2% (Actor) S 0 FIMNMEM 2% (Critic) 24K ¢
2: WIhik Clip B%% «

3: WIif1k epoch & K

4: Prigte &gl D

5: WAL T4 c = 0

6: for M| &% =1,2,---,M do

7. EEWE, ﬁ %’FJJ!Z“«HKU 50

g8 for i t=1,2,---,7 do

9: TSR c+—c+ 1

10: AW mo b ay

11: PREEARME ap SO e FITR—ASIRES s
12: TEhift (se; ae, 7, 5e01) BIZER B D

13: if ¢ ¥ C #[%® then

14: for k=1,2,--- K do

15: I3

16: end for

17: HELRER D

18: end if

19:  end for
20: end for

PProximal Policy Optimization Algorithms
®https://spinningup.openai.com /en/latest /algorithms/ppo.html
Hg C AR R



DDPG #i% 10

9 DDPG ik

DDPG #ijk®

1. WAL critic F%% Q (s,a | 69) FI actor M%& u(s|0*) HIZ%L 09 F1 o+
2 WIHEALNT Y G B AR S8, B 09" « 09,04 + g

3 WA LA MR R

4: for [ &% = 1, M do

5 VEPEEIME ar = (st | OF) + Ne, Ni HIEERMER

6:  MEERYE ar B s¢ AR —NIRES s

7 f7fif transition(sg, ag, 1y, se41) BRI R

8 HEHRBRIRE si41 st

9 WP

100 M R P —BEVIHEER (86, a4, 74, Siv1)

1 KAG y =i + Q' (Sz’+1,// <3z‘+1 \ 9”) ‘ QQI)

12 HOH critic B8, H#EK: L=13 (i —Q (siya; | 69))°

13: Wi actor BE: Voud =~ £+ 3, VaQ (s,a | 09) \S:& ap(sy) Vorr (s [ 09)]
14 EHFEENG: 09 — 709 + (1 —7)09, 0 — 701 4+ (1 —7)0"
15: end for

() . . . .
“Continuous control with deep reinforcement learning



SOFTQ Hi*

10 SoftQ ik

SoftQ Ak

LB 0 il
2 HHSE 0 0,0 ¢
3 W&l D
4: for [E]/ﬁ\ﬁ = 1,M do

5. for i = 1,t do

6: W ay « [ (&se) REESIME, o & ~ N(0,1)
7 IREEMRE ar RGN s¢ A —ARES se41

8: Tetif transition Bl (s, ag, e, s¢11) BIAEEEL D
9: FOFAERRAS si41 < s

10: 9i¥ soft Q MK SH:

11: Xj‘?/l\ 5&21 K {a(i’j)}jj\io ~ qa’

12: P14 empirical soft values V2, (s;)®

13: 1144 empirical gradient Jg(0)®

14: WA Jo(0) il ADAM HHi &4k 0
15: SRR "

16 T s BB {0}~ (0, 1)
17: Wi al) = fo (f(i’j), S@)

18: AT A (550)®

10 HEABH 2 B [Af? (€ s) 2050 1,y
20: MR Vo Jr Ml ADAM EHBH ¢
21:

29: end for

23: CAEEERHSE O 0,0 ¢

24: end for

@ exp(LQ? . (s;.a'
uvsift (St) = a]ogEqa/ {w}

qg(a)
N 2
®JQ(9) = ]ESthStyatNLIat |:% (ngft (Stv at) - ngft (Stv at)) :|

Af¢ (+;8¢) =Eq, oro {"C (at, f¢ (5 St)) Va/ngft (Sha/)

®
a’:at:|

a’=ay

+ aVak (a'7 fd’ (5 st))




SAC-S Hix 12

11 SAC-S Hik

SAC-S &
1: %ﬂﬁﬁ‘fﬁ?‘}f& wa 1/)7 97 ¢
2: for [A[&% = 1,M do
for 4 = 1,t do
R4 a; ~ T (at \ St) RIEENE ay
IR SN R —ANRES, ser ~ o (Si41 | s, ay)
FPfi# transition FIZEIHH, D < DU {(sy, ar, 7 (st,ar) ,Se41)}
FHHERAS si41 54
g
b= A Vv ()
10: 0; < 0; — A\qVe,Jg (0;) for i € {1,2}
11 ¢ ¢ — )\w@gbjw((ﬁ)
12: Ve T+ (1 =1
13:  end for
14: end for

w

®Soft Actor-Critic: Off-Policy Maximum Entropy Deep Reinforcement Learning with

a Stochastic Actor



SAC Hix 13

12 SAC Hik

SAC Hk®

1 RIEAL S SAL 01,02 AS ¢

2. FHISHEN BRI 01 < 01,02 « 02,

3. PIRIL LR i D

4: for &% =1, M do

HEEL, REBWRRE s

for 4 = 1,¢ do
R4 a; ~ T (at \ St) RIEENE ay
ﬂfifib\%}}%%ﬂ?—/\/{jﬂu, St+1 ™~ p(st+1 | St,at)
Tifif transition F|LERIELH, D+ DU{(st,as, 7 (st,ar),si41)}

10: FIAEIRAS si41 < s

11: SR -

12: E%ﬁ Q Zﬁ 0; + 0; — )\QV@ JQ (91) for i € {1,2}®©

13: RIS, ¢ ¢ — A V¢J (¢) ®

14: JH# temperature, a + a —AVyJ(a) ®

15: B EHRMNGAE, 0; « 70; + (1 —7)0; for i € {1,2}

16:  end for

17: end for

®Soft Actor-Critic Algorithms and Applications

#Ja(0) = Es, a)~D [% (Qo (st ar) = (r (se,a0) + Vs, 1np [Vo (St+1)]))2]

*VeJo(0) = VoQo (ar,s:) (Qo (s, ar) — (r (s, a0) + 7 (Qg (41, a141) — alog (g (ars1 | se41))))
Vo Jn(9) = Voalog (my (ar | 5¢))+(Va,alog (1 (ar | 50) — Va, Q (st,a+)) Vo fo (€13 81),a0 =

®J(a) = Eayom, [—alogwt (az | s¢) — O‘m



